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Abstract

Exact tables for the case without ties of the Friedman statistic test proposed have been
available since its inception. A modified statistic suitable for the case with ties has been
derived 30 years later, and it appears in a text book nearly after 40 years. However, exact
tables for the case of ties were never o�ered. Here we present for the first time a reduced
set of exact tables for such a case, thus filling a gap. If a problem allows ties, the proper
exact tables should be used thus disregarding other workarounds commonly suggested
in the literature. The availability of exact tables for the case of ties is relevant for applied
research because an hypothesis test decision when ties occur may be di�erent if tables
for the case without ties are used instead. We illustrate the e�ect of using the correct
tables with both an example and a real data case study in the context of geoportals
navigation analysis.

Keywords: Friedman test · Exact distribution · Non-parametric methods · R
software.

Mathematics Subject Classification: Primary 62G10 · Secondary 62F05.

1. Introduction

The problem of analyzing the rankings resulting from a wine contest with k wines and
N judges has been addressed by Friedman (1937). The null hypothesis is that there is no
di�erence between the wines. In other situations, the wines might be medical treatments
and the judges are patients. Original data might be of type ordinal, or it might be of
continuous type (interval and ratio, as defined by Stevens, 1946). In that case, when ranking,
he circumvents the normality requirements of other parametric tests like analysis of variance.

Tied ranks might appear with ordinal data, but also with continuous one. For example,
if the values arise from a measurement device with finite accuracy, the uncertainty in their
readings leads naturally to possible ties. In his seminal paper Friedman only considered the
case without ties. Under such assumption he o�ered two asymptotic estimates valid for:
a) large N irrespective of k and b) small N and moderate and large k. The asymptotic
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expressions were inaccurate for the case with both k and N small so he o�ered some exact
tables. The set of (k, N) pairs covered was modest, mostly due to the limited computing
facilities of the time. The availability of exact tables and asymptotic approximations for
ranking problems is not unusual; see Sen et al. (2011) for another example.

Exact tables for the case of ties were never published. In this proposal we o�er for the first
time some exact tables for the case of both small k and N . Exact tables for the Friedman
rank test in the case of ties are relevant to applied research. In particular, we will show that
the conclusion of an hypothesis test when ties occur may di�er if tables for the case without
ties are used instead of the ones proposed in this paper.

The paper is organized as follows. Section 2 describes the generalized formulae valid with
or without ties as presented by various authors. On Section 3 we will comment about how
the problem with ties is dealt with in textbooks, tutorials and reference guide. On principle,
ties might be up to couples, triplets, etc. or without restrictions, something to be discussed in
Section 4, showing that the results might vary depending on how many identical elements
are allowed in the ties. Afterwards, in Section 5 an illustrative numerical example taken
from a book will be presented followed by a case study in Section 6 showing the e�ect of
misusing the asymptotic estimate and/or the wrong tables. The computational procedure
will be commented in Section 7, and the new tables are presented in Section 8. Finally, some
conclusions are sketched in Section 9.

2. Related works

2.1 The case without ties

Friedman (1937) proposed a rank test to avoid normality assumptions in analysis of variance.
The method of ranks involves two steps, creating a two-way table: 1) rank data in each row
2) test if the all columns come from the same universe. The null hypothesis is that there are
no di�erences between the columns. It can be proved that the statistic given by

‰2
r = 12

Nk(k + 1)

kÿ

j=1

A
Nÿ

i=1
rij

B2

≠ 3N(k + 1)),

is asymptotically ‰2
k≠1 distributed for large N , and to a normal distribution with mean

k≠1 and standard deviation


2(k ≠ 1)(N ≠ 1)/N for small N and moderate to large k. The
asymptotic estimate must be used if the (k, N) pair of the problem under consideration is not
covered by the available tables. The jump between table values and asymptotic estimate
might be large, so the set of exact tables for given (k, N) pairs steadily grew with time.
Friedman (1937) considered only the cases of k = 3 for N up to 9, and k = 4 for N up to
4. Kendall and Babington-Smith (1939) extended the tables for k = 3 up to N = 10; k = 4
up to N = 6 and analyzed the case k = 5, N = 3. Owen (1962) published exact tables for
k = 3 and N up to 15; k = 4 and N up to 8 without disclosing the computation procedure.
Hollander and Wolfe (1999) provided tables for k = 5 and N up to 5. Odeh (1977) extended
the tables considering the cases k = 5 for N up to 8, and k = 6 for N up to 6. Martin et
al. (1993) extended the case k = 4 up to N = 15. A significant contribution was provided
by van de Wiel (2000), who extended previous work considering the case k = 3 with N up
to 25, k = 4 for N up to 20 and for k = 5 he o�ered tables for N up to 12. More recently
López-Vázquez and Hochsztain (2019) drastically expanded the set of tables using a code in
the R software implemented by Schneider et al. (2016). There, exact tables up to N = 204,
41, 13, 7, 4 and 2 for k = 3, 4, 5, 6, 7 and 8 were performed based on an algorithm proposed
by van de Wiel et al. (1999). All of these e�orts were for the case without ties.
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2.2 The case with ties

In problems with discrete random variables ties are likely to appear, a fact acknowledged
in Friedman (1937). It is di�cult to explain why a correction for ties only was mentioned
for the first time in Marascuilo and McSweeney (1967), and appeared significantly later in
a textbook in Conover (1980). Other equivalent expressions appeared even later, like the
one by Siegel and Castellan (1988) or the one proposed by Corder and Foreman (2009).
Apparently they were derived independently, even though they produced exactly the same
value. Unlike the simple case without ties, the rank for the case with ties has more than one
alternative. Most of the literature used the mid-rank method, which assures that the sum of
ranks for each judge is constant. According to Sprent and Smeeton (2007) the generalized
statistic (now valid either with or without ties) still has the same asymptotic estimate as
the original one proposed by Friedman (1937). However, despite they acknowledge that for
low k and N the asymptotic estimate is not accurate, no exact tables were provided.

The correction for ties proposed by Marascuilo and McSweeney (1967) is stated as

‰2
r =

12
k(k+1)

kq
j=1

R2
j

N ≠ 3N(k + 1)

1 ≠

dq
s=1

(t3
s≠ts)

N(k3≠k)

.

The numerator is the familiar statistic for the case without ties. For the correction term,
d is the number of set of ties and ti is the number of tied scores in the i-th set of ties. If
there are no ties the denominator is 1. The expression was not widely cited in the literature.
Conover (1980) proposed an expression defined as

‰2
r =

(k ≠ 1)
kq

j=1
[Rj ≠ N(k + 1)/2]2

Nq
i=1

kq
j=1

rij
2 ≠ Nk(k + 1)2/4

,

where Rj is the sum of the ranks rij for treatment j. Apparently, a number of alternative
formulations for the same statistic were derived independently. Siegel and Castellan (1988)
proposed a slightly more complicated expression given by

‰2
r =

12
kq

j=1
R2

j ≠ 3N2k(k + 1)2

Nk(k + 1) +

3
Nk≠

Nq
i=1

giq
j=1

t3
i,j

4

k≠1

,

where gi is the number of sets of tied ranks in the i-th group and ti,j is the size of the j-th
set of tied ranks in the i-th group.

Using the same definition for gi and ti,j , Hollander and Wolfe (1999) proposed a di�erent
expression, given by

‰2
r =

12
kq

j=1
R2

j ≠ 3N2k(k + 1)2

Nk(k + 1) ≠

Nq
i=1

;3
giq

j=1
t3
i,j

4
≠k

<

k≠1

.
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Gibbons and Chakraborti (2010) suggested another expression to be written as

S =
Nÿ

i=1

S

U
kÿ

j=1

3
rij ≠ (N + 1)

2

4T

V
2

; ‰2
r = 12(N ≠ 1)S

Nk(N2 ≠ 1) ≠
Nq

i=1

giq
j=1

(t3
i ≠ ti)

,

Buskirk et al. (2013) included other notation established as

‰2
r =

12
kq

j=1
R2

j ≠ 3N2k(k + 1)2

Nk(k + 1) +

Nq
i=1

t3
i ≠ti

k≠1

,

with ti being the number of observations involved in a tie for the i-th case.
Boos and Stefanski (2013) proposed a compact expression, now without the need to count

the number of ties explicitly, given by

‰2
r =

(k ≠ 1)N2
kq

j=1

5
1
N

Nq
i=1

rij ≠ (k+1)
2

62

Nq
i=1

kq
j=1

r2
ij ≠ Nk(k + 1)2/4

.

In our computations, we use the expression from Corder and Foreman (2009), which is
equivalent to the earlier ones, stated by

‰2
r =

N(k ≠ 1)
C

kq
j=1

R2
j

N ≠ CF

D

Nq
i=1

kq
j=1

r2
ij ≠ CF

,

where

CF = Nk(k + 1)2

4 .

3. Recommended strategies for the problem with ties

Without going as deep as Richardson (2019), who compared many aspects of non-parametric
statistics textbooks, it is fit to mention how they treated the case of the Friedman test with
ties. Our search included some of the books considered by Richardson (2019), all of them
intended for a statistical audience, but also some others designed with other communities
in mind. An example for the food industry might be Granato et al. (2014) and we have
included some others in the list. The frontline of science is usually found at papers, not
books. However, papers are typically known only to a very small community. Also, the
textbooks o�er guidelines to a variety of users, not necessarily experts in the field. Thus,
it is important to assess how the case of the Friedman test with ties is considered in the
literature intended to reach a large audience.
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According to the literature, the alternatives at hand for a problem with ties are:

• Use the generalized statistic, and compare it against the asymptotic estimate based upon
the ‰2 approximation thus ignoring the need of exact tables (Plichta and Garzon, 2009;
Alvo and Yu, 2010; Sheskin, 2011; Vidakovic, 1999; Hettmansperger and McKean, 2011;
Buskirk et al., 2013; Boos and Stefanski, 2013; Granato et al., 2014).

• Use the generalized statistic, and acknowledge that the ‰2 approximation will not be
accurate for low k and N . Use as a surrogate the exact table without ties (van Belle
et al., 2004; Zar, 2010; Gibbons and Chakraborti, 2010; Linebach et al., 2014; Chechile,
2020).

• Same as before, but noticing that they lack an exact table for the problem with ties
(Sprent and Smeeton, 2007; Hollander et al., 2014).

• Ignore the e�ects of ties, and use both the traditional Friedman statistic as well as its
associated exact tables (Greene and D’Oliveira, 2005; Daniel and Cross, 2013; Corder and
Foreman, 2009, 2014).

• Break the ties, assigning random ranks through a Monte Carlo experiment, and then use
the standard Friedman statistic (Rayner et al., 2005).

• Assume that the problem with ties can be handled just by using midranks (Lehman, 1975;
Canavos, 1988; Derrac et al., 2011; Liu et al., 2017).

There is no good reason to keep using the traditional statistic as proposed by Friedman,
because the generalized one considers both situations. However, neglecting the fact that the
asymptotic estimate is only valid for mid to large k and N (López-Vázquez and Hochsztain,
2019), or that the exact tables are not valid for cases with ties might have a devastating
e�ect on the conclusions. We will illustrate it with some cases, but before let us analyze a
somewhat subtle detail.

4. Types of ties allowed

In general, ties might involve 2, · · · , k wines, denoted here as p-tuples. The case without
ties is equivalent to set p = 1. If, for some reason the problem of interest just allows ties
of pairs but not triplets, we should use p = 2. The general case “with ties” is equivalent to
set p = k. We have yet to find practical examples where p is not equal to either 1 or k, but
if they exist the distinction might be important because the exact tables are di�erent. We
illustrate it in Table 1, which corresponds to the case k = 5 and N = 4. The possibilities
range from p = 1 (denoted as “no ties”) to p = k = 5 (denoted as “with ties”).

Table 1. E�ect on the critical values when ties are restricted to p-tuples. Case of k = 5 and N = 4.
10 5 2.5 1.0 0.5 0.1

with ties 7.471 8.675 9.699 10.873 11.671 13.105
4-tuples 7.474 8.675 9.699 10.886 11.676 13.111
3-tuples 7.478 8.675 9.699 10.889 11.684 13.143
2-tuples 7.474 8.684 9.707 10.880 11.730 13.143
no ties 7.600 8.800 9.800 11.200 12.000 13.200

This has consequences not considered before by the literature. If the problem under con-
sideration allows tied ranks, the corresponding exact tables must be used even if in the data
under analysis there are no cases with ties. Thus, the strategy of “breaking the ties” with
any procedure, thus reducing the problem to the case without ties, is flawed. The di�erences
will be evident only for low k and N , when exact tables are needed. Otherwise, since the
asymptotic estimate is the same for the case with or without ties there will be no di�erence.
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5. Effect of misusing the standard tables for the problem with ties

Because it appears in a textbook we will first consider an example from Corder and Foreman
(2009). They presented a simple example which is summarized in Table 2. It reports the
ranks of the response of seven employees (N = 7) under three alternatives (k = 3) to deal
with their tardiness: a) do nothing (denoted as baseline), b) one month with a monetary
incentive of $10, and c) another month with double incentive. They want to determine if
either of the payback deduction strategies modified employee tardiness.

Table 2. Rank of tardiness after considering three incentive initiatives (from Corder and Foreman, 2009).
Rank of monthly tardiness

Employee Baseline Month 1 Month 2
1 2 3 1
2 3 2 1
3 2 3 1
4 3 2 1
5 3 1.5 1.5
6 2.5 2.5 1
7 3 2 1

In order to compute the statistic, we first find Ri summing table entries by columns as

R1 = 2 + 3 + 2 + 3 + 3 + 2.5 + 3 = 18.5
R2 = 3 + 2 + 3 + 2 + 1.5 + 2.5 + 2 = 16
R3 = 1 + 1 + 1 + 1 + 1.5 + 1 + 1 = 7.5

The denominator holds the sum of squares of the table entries as well as the CF term

7q
i=1

3q
j=1

r2
ij = 22 + 32 + 12 + 32 + 22 + 12 + 22 + 32 + 12 + 32 + 22 + 12 + 32 + 1.52+

+1.52 + 22 + 2.52 + 12 + 32 + 22 + 12 = 97,

CF = 7 ú 3 ú (3 + 1)2

4 = 84.

Thus the ‰2
r value computation is presented as

‰2
r = 7 ú 2

C
18.52 + 162 + 7.52

7 ≠ 84
DM

(97 ≠ 84) = 133
13 = 10.23.

For – = 0.05 (Corder and Foreman, 2009) stated that the critical value is 7.140. After
a quick check it is possible to confirm that the critical value presented corresponds to
the “without ties” problem (see for example the tables from Martin et al., 1993). If we
choose not to use exact tables, the ‰2 asymptotic approximation provides a critical value
of ‰2

0.05,2 = 4.605. The correct value for the “with ties” problem should have been 5.769,
taken from our Table 5. In this case the null hypothesis would be rejected using either
critical value, but the di�erences observed are not negligible. An interesting case arises for
– = 0.005; the “without ties” table o�ers 10.286 as the critical value. The critical value ‰2

is now ‰2
0.005,2 = 10.597. Both are larger than the ‰2

r so according to this the null hypothesis
should be rejected. However, using our Table 5 the exact critical value is 9.083, now lower
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than the statistic value ‰2
r = 10.23. Thus, according to the correct table, we could not reject

the null hypothesis.

6. Case Study

We present a case study in the context of geoportals navigation analysis. As stated by Jiang
et al. (2020) and Bernabé-Poveda and González (2014) a geoportal is a web-based solution
to provide open spatial data sharing and online geo-information management. The concept
of geoportals has becomed key for spatial data and geoinformation accessing and sharing.
We perform geoportal navigation analysis based on geoportal web server logs (click-stream
data) following the guidelines given by (Markov and Larose, 2007; Bhavani el al., 2017;
Bhuvaneswari and Muneeswaran, 2021).

As indicated by Srivastava et al. (2019), whenever a user requests a particular web resource
on a website, an entry is recorded into a log file which is automatically stored and maintained
by the web server. The log file is named web server log or clickstream. We preprocessed web
server logs and computed three variables to be used in this case study: pages per session,
session duration and average time per page.

The double-entry table presented in Table 3 shows the coe�cient of variation (rounded
to two digits) of pages per session (CVPPS), where rows represent four levels I to IV of
session duration and columns represent three levels I to III of average time per page. Levels
were defined by percentile groups. Rankings by row are presented in Table 4, and we can
observe that one tie occurs for Session duration level II. Figure 1 shows the R output of the
Friedman test.

We want to assess if there is some relationship between the CVPPS and the session
duration levels.

Table 3. Coe�cient of variation of pages per session by session duration and average time per page levels.
Coe�cient of variation

Session duration levels Average time per page levels
I II III

I 0.12 0.08 0.19
II 0.11 0.21 0.21
III 0.08 0.19 0.26
IV 0.13 0.22 0.27

Table 4. Coe�cient of variation of pages per session by session duration and average time per page levels.
Ranking of coe�cient of variation of pages per session

Session duration levels Average time per page levels
I II III

I 2 1 3
II 1 2.5 2.5
III 1 2 3
IV 1 2 3
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> rankeddata
[, 1] [, 2] [, 3]

[1, ] 2 1.0 3.0
[2, ] 1 2.5 2.5
[3, ] 1 2.0 3.0
[4, ] 1 2.0 3.0
> friedman.test(rankeddata)

Friedman rank sum test
data: rankeddata
Friedman chi-squared = 5.7333, df = 2, p-value = 0.05689

Figure 1. Friedman test output using R 3.6.3.

Following the same steps as before, we compute intermediate values and the resulting
statistic, considering correction by ties as

R1 = 2 + 1 + 1 + 1 = 5
R2 = 1 + 2.5 + 2 + 2 = 7.5
R3 = 3 + 2.5 + 3 + 3 = 11.5

4ÿ

i=1

3ÿ

j=1
r2

ij = 22 + 12 + 12 + 12 + 12 + 2.52 + 22 + 22 + 32 + 2.52 + 32 + 32 = 55.5,

CF = 4 ú 3 ú (3 + 1)2

4 = 48.

Thus, the ‰2
r value is

‰2
r = 4 ú (3 ≠ 1)

C
52 + 7.52 + 11.52

4 ≠ 48
DM

(55.5 ≠ 48) = 43
7.5 = 5.733,

The null hypothesis is that there are no di�erences between the columns, that is, for any
given level of session duration, the coe�cient of variation of pages per session (CVPPS) is
the same at all levels of average time per page.

Friedman ‰2
r statistic value is 5.733. At 5% significance level, if we consider exact tables

without ties as provided by López-Vázquez and Hochsztain (2019) or Martin et al. (1993)
the critical value for k=3 N=4 is 6.500, and therefore the decision is not to reject the null
hypothesis. The same holds true if we consider the ‰2

0.05,2 value for k = 3 (7.815), as the
statistic value (5.733) is again less than the critical value. Considering the R-output shown
in Figure 1, as p-value 0.05689 is larger than 0.05 we should conclude that the decision is
not to reject the null hypothesis. However, when there are ties, as we can see in Table 3 it
is necessary to use the exact tables presented in this paper. As we can see in Table 5, the
correct critical value in this case at the 5% significance level is 5.571, and as a consequence
the decision is to reject the null hypothesis. Therefore, using either the wrong exact table
or the chi-square approximation results in a di�erent decision than using the correct exact
table presented in this paper. We can acknowledge the practical importance of using the
proper tables for the Friedman Rank-Test in the case of ties, leading to a correct decision in
the hypothesis test. And thus concluding that the di�erent values of CVPPS have an e�ect
over the Session duration levels.
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7. Computational procedure to produce the tables

The problem of computing the exact tables for this problem has been barely considered in
the literature. To the best of our knowledge, only Hollander and Wolfe (1999) proposed a
brute-force procedure to compute the exact conditional distribution of the Friedman statistic
valid for each particular case. We used instead a two step procedure in order to compute
the general, exact tables, when there are ties among the data values. Firstly, we built the
set of possible cases considering ties (always allowing up to k-tuples), and as a second step
we computed the statistic for all the valid combinations. Hence, this is thus a combinatorial
problem. For very small k computing the first step posed no special requirements. The
computation was carried using the R software version 4.0.0 in a personal computer. The
computation time for the second step was manageable for very small k and N , but the
runtime requirements quickly grow along k and N . For example, for the case of k = 4,
N = 7 the computations using Octave 3.8.2 required over 90 days of wall time using up to 100
nodes in parallel. The valid combinations were arranged in sets and computed independently
using a nearly embarrassingly parallel approach. It is worth mentioning that, due to the
combinatorial nature of the problem, our approach is only capable of dealing with modest
cases in reasonable time. The facility (described by Nesmachnow and Iturriaga, 2019) is a
LINUX-based cluster equipped with Intel Xeon-Gold 6138 2.00GHz processors.

8. Resulting tables

Tables 5, 6, 7, 8, and 9 are o�ered for the case of k = 3, 4, 5, 6 and 7, respectively. Following
the style used by Martin et al. (1993), last row of each table holds the corresponding ‰2

–,k≠1
asymptotic estimate. It illustrates the jump with respect to the exact table values for finite
N .

Table 5. Critical values of the statistic ‰2
r in the case of ties up to k-tuples for k = 3 and N up to 11.

0.100 0.050 0.025 0.010 0.005 0.001
N = 3 4.667 5.000 5.600 5.636 6.000
N = 4 4.667 5.571 6.000 6.857 7.429 7.600
N = 5 4.588 5.647 6.615 7.444 8.316 9.294
N = 6 4.571 5.727 6.778 7.913 8.667 10.174
N = 7 4.560 5.769 6.870 8.222 9.083 10.583
N = 8 4.526 5.793 6.909 8.296 9.250 11.143
N = 9 4.563 5.813 6.968 8.357 9.455 11.467
N = 10 4.563 5.846 7.000 8.471 9.548 11.730
N = 11 4.550 5.850 7.048 8.581 9.657 12.000
‰2

–,2 4.605 5.991 7.378 9.210 10.597 13.816

Table 6. Critical values of the statistic ‰2
r in the case of ties up to k-tuples for k = 4 and N up to 6.

0.100 0.050 0.025 0.010 0.005 0.001
N = 2 5.400 5.842 5.842 6.000
N = 3 5.893 6.692 7.444 8.111 8.379 8.793
N = 4 6.081 7.184 8.100 9.079 9.750 10.784
N = 5 6.136 7.370 8.478 9.652 10.421 11.936
N = 6 6.161 7.446 8.660 10.019 10.964 12.765
‰2

–,3 6.251 7.815 9.348 11.345 12.838 16.266
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Table 7. Critical values of the statistic ‰2
r in the case of ties up to k-tuples for k = 5 and N up to 4.

0.100 0.050 0.025 0.010 0.005 0.001
N = 2 6.703 7.263 7.568 7.789 7.897 8.000
N = 3 7.241 8.267 9.091 9.964 10.400 11.154
N = 4 7.471 8.675 9.699 10.873 11.671 13.105
‰2

–,4 7.779 9.488 11.143 13.277 14.860 18.467

Table 8. Critical values of the statistic ‰2
r in the case of ties up to k-tuples for k = 6 and N up to 3.

0.100 0.050 0.025 0.010 0.005 0.001
N = 2 8.065 8.710 9.118 9.485 9.688 9.918
N = 3 8.580 9.697 10.637 11.634 12.255 13.284
‰2

–,5 9.236 11.070 12.833 15.086 16.750 20.515

Table 9. Critical values of the statistic ‰2
r in the case of ties up to k-tuples for k = 7 and N = 2.

0.100 0.050 0.025 0.010 0.005 0.001
N = 2 9.303 10.073 10.624 11.094 11.345 11.725
‰2

–,6 10.645 12.592 14.449 16.812 18.548 22.458

9. Conclusions

The Friedman rank test for the case without ties has been used for decades, but only until
recently the case with ties was considered. Despite a correction for the original formulae is
available, and that the asymptotic approximations are the same, no exact tables for low k
and N have been published. Here we present the first ones, and illustrate its importance by
showing that even a simple case published in a book su�ers badly for using the wrong table
in the computations. In addition, we consider that the tables for the case without ties are
only applicable for problems which cannot accept ties, and not merely because the data do
not show ties. This questioned some strategies that propose to break the ties reducing the
problem to one without ties. In addition, the type of ties allowed (only pairs, only triplets,
etc.) have a noticeable e�ect on the final decision, at least for small k and N . To build the
exact tables we used a naive approach, which is combinatorial and can only deal with very
small k and N . Further expansion of the exact tables will require using di�erent algorithms,
in the line of those of van de Wiel (2000) or van de Wiel et al. (1999).

Future works include expanding the exact tables and develop an R package to calculate
Friedman rank test p-value based in the exact tables for the case of ties as described in this
paper.
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